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Abstract

The use of Al technologies like ChatGPT has the potential to revolutionize academic research by
offering support in writing, editing, and research processes. However, its limitations, such as the potential for
bias and inaccuracies in information, as well as plagiarism and ethical concerns, must be considered. This
paper presents preliminary insights into the opportunities and challenges of using ChatGPT in academic
research. Structurally, it is based on three sections. The first section concerns the impact of ChatGPT on
research production and the question of authorship. The second section is related to emerging ethical
concerns like fairness, privacy, accountability, and transparency. The third section is dedicated to the future
role of researchers and the identification of new metrics to assess the value of their research activities. The
methodology used in this study involves a critical study of the perspectives expressed by researchers on
LinkedIn and the information gathered during a conversation using ChatGPT. The main conclusion is that Al
technologies have the potential to aid the research process and, as such, they should be constructively
embraced in the academic environment. Nonetheless, new ethical norms and assessment tools are required to
fully capitalize on the positive benefits while mitigating the potential risks.

Keywords: academia; ChatGPT; education; ethics; research; scientific publications.

A.Dpuoarcepuo ™

1 .
Anmamol MenedAHcMeHm YHUBEPCUMemi
Anmamul, Kazaxcman

AKAJEMUSAJIBIK 3EPTTEYJIEPJE CHATGPT
TEXHOJOI'MACBIH KOJJAAHY IbI TAJIJIAY

Anoamna
ChatGPT cexkinmi jkacaHIbl WHTEIUICKT TEXHOJOTHSIIAP — JKa3y, pelakKIrsuiay >KOHE 3epTTey Ipolec—
TepiHe KOJIIay KepceTy apKblibl aKaJIeMUsIIBIK 3ePTTeyJIepae TOHKEPIC xKacayra KaOiieTTi. JlereHMeH, OHbIH
aKmapaTTarbl BIKTUMAJ OipXKaKTBUIBIK TICH JTOJICI3AIKTEp, TUIArHaT MeH STUKAIBIK OIap CUAKTHI MICKTeyNIepi
eckepimyi KaxeT. byn wmakama akamemwsuiblK 3eprreynepae ChatGPT xommany MyMKIiHIIKTEpT MEH
KUBIHIIBIKTAPBl TYpasbl alIbIH-ajla TYCiHIK Oepeni. KypbUIBIMIBIK >KaFbIHAH OJI YII OeJliMre HeTi3AeireH.
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Bipiami 6enmim ChatGPT-nmiH 3epTTey KYMBICTapBIHBIH JKYPTi3ily OapbhIiChI MEH OHBIH aBTOPJBIK KYKBIK
MaceNeciH KapacTeipaabl. ExiHIm GeniM oaineTTimiK, KYMUSUTBUIBIK, €cell Oepy JXoHe aIllbIKTHIK CHSKTHI
TYBIHAAUTBIH 3TUKAJBIK Maceyeliep JKalibl OasHaaipl. YIIiHmi 0esiM 3epTTeymiiaep iy Ooanak pesiHe
YKOHE OJIap[bIH 3ePTTEY KbI3METIHIH KYHIBUIBIFBIH OaranayAblH *KaHa eNIIeMepiH aHbIKTayFa apHaiFaH. by
3epTTeyae KonganpuiaTeiH oaicteme LinkedIn 3eprreyminepinin ke3kapactapbid xoHe ChatGPT xemerimen
ceiiecy Ke3iHIE XHHAIFaH akKMapaTThl CHIHM TYPFBIAAH 3€pTTeyAi KaMTHIbl. Herisri KOpBITBIHIBI —
KacaH/Jbl MHTEIUIEKT TEXHOJOTHSIIAPhl 3epTTey MPOLECIH 1ITrepiyieTy MYMKIHAITIHE ue, cOoll ceOenTi OHBI
aKaJIeMUSUTBIK OpTajia KaObuiiay Kepek. JlereHMeH, OH apThIKIIBUIBIKTApbl TOJBIK MMaiianaHy YIIOiH,
BIKTHMAJT TOYEKEIAeP Il a3aiiTa OTHIPHII, )KaHa dTHKAJIBIK HOpMaiap MeH Oaranay KypajJapblH SHTi3y Kaxer.
Tyiiin ce3aep: akagemusuiblk opta; ChatGPT; 6imim; aTHKa; 3epTTey; FHUIBIMU OachbUTBIMAAP.

l*
Dpuodoicepuo A.
1
Anmamel MeHeddCMeHm YHUBepcumen,
Anmamul, Kazaxcman

IPEJIBAPUTEJIBHBIA AHAJIN3 HCITIOJIb30BAHUS U3SMEHEHU
B AKAJEMMYECKUX NCCJIIEJOBAHUAX

ArHomayus

Hcnonp3oBaHue TEXHONOTHH MCKYCCTBEHHOTO HWHTEIUIeKTa, Takux kak ChatGPT, moxer mpowmssectn
PEBOJIIOLIMIO B  aKaJeMUYECKHX MCCIEOBaHMsIX, Mpeiaras TMOAJEpKKYy B Tpolleccax HalUCaHUA,
penakTUpoBaHus M HccienoBaHM. OpHako HEOOXOAWMO YUMTHIBATH €r0 OrPaHUYEHHs, TaKuUe Kak
BO3MOXHOCTbH MPEAB3SITOCTH U HETOYHOCTEH B MH(OPMAIMHM, a TaKXKe IJIardat U 3THUecKue rnpobiemsl. B
9TON cTaThe MpPEICTABICHBI MpPEABAPUTEIbHBIC CBEJACHUS O BO3MOXKHOCTSX M MpoOJieMax HCIOIb30BaHUS
ChatGPT B akagemudeckux HcclieioBaHHAX. KOHCTPYKTHMBHO OH OCHOBaH Ha Tpex pasjienax. [lepsblii
paszen mnocssmeH BausHUIO ChatGPT Ha mpom3BoacTBO HMccienoBaHUII W BONpocy aBTOpcTBa. Bropoit
paszien CBs3aH C BO3ZHUKAIOIIUMH ITHYECKHMMH TNPOOJIeMaMy, TaKUMH KaK CIpaBeJIUBOCTb, KOH(HUICH-
HUANTBHOCTb, MOAOTYETHOCTh U MPO3PAYHOCTh. TPETHiA pa3ies MOCBIICH Oyayllel pojiu UCClieoBaTeNel 1
ONIPENENICHUIO HOBBIX IIOKa3aTeNed /Uil OLIEHKM LEeHHOCTH HX HCCIEeI0BATENIbCKON e TeIbHOCTH.
Mertoponorusi, UCIoNb3yeMasi B 3TOM HCCIICAOBAaHHMHM, BKIIIOYAET KPUTHYECKOE H3yUEHHE TOYEK 3PEHuS,
BBIp@KEHHBIX ucciefoBarensmu B Linkedln, u wuHpopMmaiuu, coOpaHHOH BO BpeMs pas3roBopa ¢
ucrnonpzoBanreM ChatGPT. OcHOBHO# BBIBOJ] 3aKITIOYAaeTCs B TOM, 4TO TexHojoruu MM moryt momous B
HCCIIEI0BATENbCKOM TIPOLIECCe, U MOATOMY HX CIEAyeT KOHCTPYKTMBHO HCIOJB30BaTh B aKaJleMHUYECKOMH
cpeae. Tem He MeHee, HEOOXOUMBI HOBbIE dTHYECKHE HOPMBI U WHCTPYMEHTHI OIEHKH, YTOOBI B TIOJHOM
Mepe HCMOIb30BaTh IOJOKHUTEIbHBIE MPEUMYIIECTBA MPHU OJHOBPEMEHHOM CHIDKEHHWH MOTEHIHAIBbHBIX
PHCKOB.

KawueBbie caoBa: nayunsle kpyru; ChatGPT; oOpa3zoBanue; 3TuKa; HCCIEIOBaTh, HAay4YHBIE
My OJIMKAI|H.

Introduction. ChatGPT is a freely accessible language model chatbot able to generate human-like text
by operating on the base of 175 billion parameters and a training corpus size of 570GB of text data. It has the
capacity to provide immediate information about (almost) any topic under scrutiny and to automatically
format a text (e.g. completion of texts, translations, paraphrasing, summarizations, and so on) according to
the inputs sent by the user. Indeed, it seems a helpful aid in the writing, editing, and research processes.

This tool currently has, however, some noteworthy limitations. First, the information provided by
ChatGPT are not always accurate, and to certain types of question, the Al can be deceived by the user (for
instance, a screenshot of a user convincing ChatGPT that 5 plus 2 equals 8 because his wife says so became
an object of hilarity online). [1] Second, ChatGPT was trained on human texts collected till 2021. As a result,
it has no info about facts and events that occurred in successive years (although it is possible to fix this
problem by manually updating the system following some tricks released on the net). Third, in some cases,
ChatGPT can offer biased and/or offensive answers as a consequence of prejudicial information contained in
the texts used for its training process [2]. Fourth, there is a risk of plagiarism because the answers given by
ChatGPT do not make a reference to the original sources, but paraphrase information it gained during its
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training process. Thus, despite its enormous capacity for knowledge exchange, a human filter is still required
to assess the accuracy and reliability of the information given by ChatGPT.

Despite such limits, ChatGPT seems a promising support technology in creating an outline for a paper,
translating texts, paraphrasing existing texts for better outcomes, generating brief summaries, offering ideas
for experimental design, operating a variety of customized tasks, and preparing research abstracts. [3]
Concerning this last point, there is a preprint study revealing the complexity to detect abstracts generated by
ChatGPT from those generated by human scientists. [4] The reader must also be aware that the same abstract
of this article has been written with the support of ChatGPT.

Therefore, ChatGPT has already been used to assist scientists in writing research papers. [5; 6]
Moreover, it has also been indicated as a co-author in four scientific publications. [7; 8; 9; 10] Journals such
as Nature and Science have promptly reacted to such novelties by claiming that Al systems like ChatGPT
cannot be considered authors. [11; 12; 13] The main reason is that they cannot take responsibility for the
validity and integrity of the published content, and neither they can express their consent to be co—authors in
respect of the ethical and scientific standards required by the editor of a journal. However, there is much less
agreement regarding how these tools can (or should) be employed in the research process, as well as
regarding the ethical and practical consequences they will have in academia.

There is substantial literature on the cooperation between humans and machines. Several researchers
who have critically examined the ethical and philosophical questions associated with a dynamic interaction
between individuals and Al technologies. [14; 15; 16] But, on the whole, there is still an open discussion
over the benefits and challenges associated with the development of Al technologies and their use in the
research field. Most of the researchers seem to agree that transparency, justice and fairness, non-maleficence,
responsibility, and privacy are some of those fundamental ethical aspects related to human-machine
interaction that require further discussion. [17] In this regard, a key goal is designing and creating Al systems
that might foster the development of human-Al collaboration. [18; 19] This seems also a central matter in the
debate about how to integrate ChatGPT into the academic research process.

A number of scientific articles related to the use of chatbots in education have already been published in
scientific journals. [20; 21] However, none of them specifically refers to the use of ChatGPT in the academic
research process. The lack of publications on the subject up to this point is mainly due to the fact that this
technology has only recently begun to gain popularity and, arguably, acceptance. Nevertheless, authors like
Adams and Chuah have already raised some critical reflections on the use of Al in research writing. [22]
Likewise, the practical and ethical implications associated with the use of this technology in academia have
already been discussed on diverse social media pages as well as in three articles in Nature and one in
Science. [6; 11; 12; 13]

The advent of ChatGPT is, indeed, raising diverse questions about the use of such a language model in
support of academic research. Is the use of ChatGPT ethically acceptable? To which extent can ChatGPT
offer limits and risks in academic research? Should the ethical principles surrounding scientific publications
be re—adapted considering the capacity of this and similar tools to revolutionize the whole industry? How the
cooperation between human and Al technologies should be regulated? What is the future of academic
researchers? These are some of the questions that are going to be briefly examined in this preliminary study.

Critically addressing the use of ChatGPT and similar tools in academic research is important to
anticipate how they might change the way academic research is conducted and what are the related
implications for those operating in this field. Specifically, three dimensions need to be considered: 1. The
impact on research production and the question of authorship. 2. The ethical concerns related to aspects like
fairness, privacy, accountability, and transparency. 3. The future role of researchers and the identification of
new parameters for assessing the value of the research outcome.

Material and Method. This study offers some preliminary considerations regarding the use of ChatGPT
and similar Al tools in academic research on the basis of the critical reflections raised by diverse scientists
on LinkedIn posts and the information gathered during a conversation using ChatGPT. The goal is to provide
a first comprehensive study of the matter and to identify a series of key issues that will require further
assessments in future publications.

The debate on this topic is still in its early stages. Therefore, although information has been collected
using a variety of resources, which include scientific journals and websites, the most updated and critical
ones are the opinions expressed on a social media platform like LinkedIn. To maximize the research
outcome, a variety of keywords were included in the research, such as: ‘ChatGPT and research’, ‘ChatGPT
and academia’, ‘ChatGPT and ethics’, ‘ChatGPT as author’, ‘Al tools and research writing’, ‘Al and human

15



Abaii ameinoazer Kas¥I1V-y XABAPIIBICHI «Iledazozuka zvinvimoapeiy cepusicol, Nel(77), 2023 .

researchers’, and derivates of these terms. The author has then read and arranged the collected material
according to the core issue they tried to examine (qualitative/quantitative impact; authorship; ethical
concerns; future role of researchers; or new methods for assessing the scientific research outcome).

In the interaction with ChatGPT, | raised the following questions:

e Do you believe that ChatGPT should be used in academic research?

e Can you explain better what are the capabilities and limits (of ChatGPT)?

e What about the ethical concerns about the use of ChatGPT in academic research?

e On the base of such information, do you believe that ChatGPT should be used in academic research?
Please, answer with a clear yes or no and provide arguments to sustain your statement.

e What about transparency? Could you explain such a point better?

e Should ChatGPT be indicated as an author or as a tool?

e Would be really appropriate to have an Al listed among the authors?

e Should the ethical guidelines of academic research be changed considering the rise of Al
technologies like ChatGPT? If so, what kind of changes would you suggest?

e Considering such important changes, is the number of published articles a reliable metric to assess a
researcher’s success?

e What is the future of academic research after the advent of tools like ChatGPT?

e S0, how should cooperation between human and Al technologies be regulated in academic research?

As a final note, the author wants to specify that the abstract of this paper was purposefully written with
the assistance of ChatGPT in order to show the reader how this tool can contribute to the drafting of
academic articles.

Results and Discussion. Several people working in academia expressed their concerns on LinkedIn
over the use of ChatGPT in scientific research. The main fear is that the number of publications will
skyrocket in the next years to the detriment of quality. However, an equal number of people believe that this
is a misleading judgment. First, the overproduction of research papers is a challenge that academia is already
facing for several years. [23] The use of Al language models like ChatGPT might, possibly, accentuate such
a situation. But at the origin of such a problem, there are other factors (e.g. academic ranking influenced by
the number of publications, growing number of journals ready to accept questionable papers, etc.) unrelated
to the use of Al tools. Second, it is the responsibility of the researchers to be accountable for what they write
and there is a well-established peer-review system aimed to check the accuracy and quality of the submitted
papers. Such duties will not change through the use of Al tools in support of the research process. Third,
academia is assumed to be a space of innovation and development. Is banning the use of Al tools really
consistent with the fundamental pillars of academic research?

On the whole, there is a strong disagreement about what has to be done next. For example, in a recent
online poll proposed on LinkedIn about the use of ChatGPT in schools and universities, 21% of voters
claimed that it should be completely banned, 34% supported its use with strict guidelines, 21% accepted
using it with minimal guidelines, and 24% stated that it should be embraced with no limitations. [24] Similar
results are observable when the debate is related to the use of ChatGPT in academic research. [25] Overall,
35% of interviewees affirmed that ChatGPT can be used in academia and research, but acknowledgment is
needed, 46% of respondents answered that it depends on the use case, 18% stated that we should not be using
it, and the remaining 2% expressed another opinion with a comment. Most of those who support the
employment of ChatGPT with no or few flexible guidelines tend to believe that a self-regulatory approach
will automatically come into force with time. After all, as stated by one user: ‘we are not kids at school. Just
let us work in the most productive way.’ [26]

Even more, those people who share the idea to establish some common guidelines over proper and
ethical use of ChatGPT then tend to disagree on the content of such guiding principles and how to determine
them. For example, Magdalena Skipper, editor-in-chief of Springer Nature, claims that prohibiting these
tools will not be feasible, but we [active members of the academic world] need transparency about how such
tools are going to be used in the research process. [27] But practically what does it mean? Looking at the
diverse comments on such a matter posted on LinkedIn, there is scarce agreement about that. In general,
notwithstanding the four cases mentioned above, the current trend seems to point toward a rejection of
ChatGPT as an author due to a lack of consciousness and accountability, but an acceptance of this
technology in support of certain functions — not specifically defined yet — of the research process. Once this
happens, its use should occur in accordance with clear and transparent guidelines — which, however, still
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have to be defined — and the researchers should clearly state its use in the acknowledgments or methods
sections. Up to now, these are also the recommendations given by Nature. [11] Differently, Science has
embraced a stricter policy, which rejects text, figures, or graphs generated by ChatGPT or any other similar
Al tools. [12]

I questioned ChatGPT about its suitability for academic research, and the response was that it could be
used if the researchers were aware of the platform's limitations and ethical issues and used it in conjunction
with other techniques and tools to produce the best results. When | questioned further about the issue of
transparency, ChatGPT responded that a transparent use of Al technologies could be achieved by outlining
the research methods used, being open about the data used, disclosing any limitations, and taking
responsibility for the outcomes. To a large extent, this is a reflection of ethical standards already adopted in
the research process. As a result, even though the introduction of ChatGPT and other similar tools highlights
the need to discuss new guidelines for academic research, it is possible that the changes that are required will
be more limited than anticipated.

Further inquiring on the ethical matter, ChatGPT identified four main issues related to its use in
academic research:

¢ Fairness: the model might exaggerate pre-existing biases and stereotypes;

e Privacy: there is a risk of privacy violation associated with the large amount of personal data used to
train this model;

e Accountability: even though ChatGPT is capable of producing texts that are indistinguishable from
those written by humans, it is not accountable for the information it provides and how they are going to be
used:;

e Transparency: it is difficult for users to understand and follow how Al systems like ChatGPT make
decisions and generate text.

To a large extent, these are the same ethical issues raised by researchers on LinkedIn. The dominating
view is that the development of guidelines and the spread of common customs might lead to a resolution of
such dilemmas. At present, a key condition for the proper use of ChatGPT as a source of data is to be aware
of its limits and, therefore, address its information through critical lenses. There are, on the contrary, fewer
concerns related to the use of ChatGPT as a tool for text editing even if ‘the line between writing and editing
is tricky.” [27] There are also some people that expressed deeper concern related, for example, to the
capacity to keep Al systems under human control or to discern between truthful and fake news. Although
really interesting from an ethical perspective, these discussions go beyond the scope of this article.

Diverse opinions have been voiced concerning the long-term impact of ChatGPT and similar Al tools on
researchers. This lack of agreement among people working in academia seems to be caused by the fact that
ChatGPT could be used in a variety of ways. Indeed, it might produce both positive and negative effects
according to the reasons behind its use. Some people are worried that ChatGPT will diminish the importance
of researchers by allowing non-experts to write inaccurate, but tempting texts. Thus, it risks undermining the
quality of academic research. Differently, other researchers on LinkedIn think that integrating ChatGPT in
the research process might produce beneficial outcomes by reducing the time required for the preparation of
an article and improving the writing style of submitted texts. In other terms, the use of this technology might
support research quality by pushing researchers to focus more on aspects like, for example, critical reviews,
applied research, and creative innovation. To a certain extent, the function of the researcher might
consequently change. For instance, it will be simpler to fully comprehend the body of literature that is
already available, yet there will be a greater need to acquire primary data and cogently organize the varied
set of data. Likewise, there might be a decline in articles proposing a comprehensive literature review and an
increase in those ones aimed to address local challenges. But for now, this is only guesswork, and it needs to
be examined more thoroughly elsewhere.

Most academicians on LinkedIn seem, nonetheless, to agree about the need to define new standards for
judging a researcher's performance. Actually, the development of better standards for research assessment
was a need already felt in academia well before the rise of ChatGPT and similar language models. In other
terms, ChatGPT might have just brought to light a problem that was already affecting academia for several
years. Arguably, factors like the number of publications and references will become dated methods of
evaluation. On the other hand, key mechanisms for evaluating quality will be related, for example, to the
influence of research on societal development, the creation of new conceptual models, and the building of
innovative technologies. However, to precisely define which parameters might be added to the assessment
system, more research in this area is necessary.
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Conclusion. During a lecture at the University of Cambridge, physicist Stephen Hawking provocatively
stated that artificial intelligence will be ‘either the best, or the worst thing, ever to happen to humanity’. [28]
This appears also to be the dilemma that many academic researchers are currently experiencing regarding the
use of ChatGPT and similar tools in the research process.

ChatGPT is causing a startling effect in the educational sector because it has introduced the capacity to
write and improve texts by interacting with generative Al systems. As a result, different viewpoints have
been expressed about the impact of this tool on academia. Plausibly, these discussions are only the
beginning. Still, some inferences are already conceivable.

First, it seems more logical to address ChatGPT as a tool that might be used to support the academic
research process rather than as an author. Al lacks consciousness and agency, thus it is not possible for the
Al to be held accountable for its research outcomes. Likewise, it seems more feasible and desirable to create
standards for its application in academic settings as opposed to outright banning it. After all, the current
flaws of this tool will probably be fixed in the near future, giving researchers a fantastic new resource with
which to advance original ideas and foster innovation. At present, journals may demand that authors
specifically state whether they used ChatGPT and similar tools in their research, how they did so, and for
what goals. In the next future, more detailed standards will conceivably spread within the research
community. In any case, the authors are still in charge of the validity, reliability, and accuracy of the
information they present in their articles as well as they are accountable for any legal and ethical issues
connected to their manuscript.

Second, there are still some open ethical questions related to aspects like fairness, privacy,
accountability, and transparency that need to be solved. Some of them mostly require technical
improvements, others are more related to conceptual-ethical discussions, while others again are a
combination of both factors. The initial impression is that the novelty of this tool is causing some hesitancy
and anxiety, but nothing that cannot be controlled and overcome with time. Given the most recent
developments, more research is required to examine how to develop constructive interaction and cooperation
between Al and humans.

Third, ChatGPT will plausibly enhance people’s capacity to write and publish academic articles. The
expected result is that the number of annually released publications will further grow, thus continuing a trend
already reported in academia. Contrasting opinions have been expressed about the quality of such
publications: pessimists believe that disinformation and inaccuracy will prevail, while optimists are
convinced that most academicians will wisely use this tool to improve the quality of their publications. Most
likely, this question and how to assess the value and quality of research activities will be hot topics of
discussion in the academic world for the coming years.
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